Introduction

Regional innovation research has an extensive and rich history. As Copus et al. (2008) have argued, there are two lines of tradition for studying regional innovation activity in contemporary literature: region-focused and firm-focused. Thus, there is a dissonance in the literature on which factors (region-specific vs. firm-specific) are more significant in determining the total innovativeness of a region (Sternberg & Arndt 2001). Following international trends (Shearmur 2011), Finnish innovation research has concentrated on firms (Ebersberger & Lehtoranta 2005; Simonen & McCann 2010). Still, arguably, the overall innovation performance is not dependent only on the innovation performance of firms, since regional knowledge resources, such as the existence of an educated workforce and a highly developed technology infrastructure, are crucial elements for regional innovation performance (Doloreux 2002; Fagerberg 2005).

What is agreed on in the most empirical research on innovation is that innovation has been assumed to be an important driver of economic development (e.g. van Oort 2002; Hasan & Tucci 2010). This paper provides a regional case study analysis from Finland and attempts to explain temporal and geographical variations in regional development and innovation to assess these statements on the importance of innovation in regional development. The choice of case study location was motivated by Finland’s measured success in international comparisons on innovation, education and other variables of regional development (e.g. Oinas 2005).

An extensive amount of work has already been conducted concerning regional development and innovation variables, but empirically they have
been studied separately in Finland. Some scholars have addressed the issue of development and welfare (Siirilä et al. 2002; Lehtonen & Tykkyläinen 2010), whereas others have concentrated their attention on research and development (R&D) and innovations (Piekkola 2006; Valovirta et al. 2009). However, recent analysis by Makkonen (2011) shows the extent of interconnectedness between regional innovation variables and other regional variables of development and concludes that they are significantly correlated, but with a temporally limited dataset and without geographical considerations. This paper explores the geographical patterns of innovation and regional development in Finland by presenting the results of a multivariate analysis on the relationship between innovation activity and regional development in Finland. It also provides a temporal trend of the most successful locations in innovation activity and regional development. Additionally, since the strong Finnish geographical tradition on analysing regional development with multivariate methods seems to have almost faded away entirely, it is interesting to update the discussion on the factors contributing to regional development into a new millennium to see whether the composition of the explanatory variables has changed to a significant degree (Yli-Jokipii 2005).

The present work applies socio-demographic, economy-industry, and education and innovation variables, namely granted patents and R&D activity in terms of expenditure, to assess regional development. In Finland, the innovation system is largely led by the national government. However, the innovation policy between regional and national arenas can be described as co-evolutionary (Sotarauta & Kautonen 2007) and regional knowledge resources are dependent on regional socio-economic variables. These location variables involve desirable housing options, social cohesion and sufficient economic activity. This leads us to the first research question:

(1) What are the most ‘distinct’ socio-economic variables jointly corresponding to regional development in Finland and how has the composition of these variables changed from 1995–2007?

The relationship between innovation and regional (economic) development has been described as bidirectional and accumulative (Gössling & Rutten 2007; Makkonen & Inkinen 2013). The level of development of a region affects the innovation output of that region, which in turn is transformed, directly or indirectly, to growth and further regional development. Therefore, the tendency to innovate and the ability to transform innovation into growth appear to concentrate geographically (Boschma & Fornahl 2011). These notions create the foundation for the second research question:

(2) To what extent have regional development and innovation activities been concentrated on the core urban regions of Finland?

The paper shows that 1) innovation activities and socio-economic overall performance are not solely synonymous and that innovation activities have (only) a medium-level connection to other variables of regional development, 2) that workforce and higher education are nowadays the ‘leading’ variables for explaining regional development and 3) that where innovation is concerned traditional industrial regions in Finland have also been able to gain a position amongst the top regions.

Regional development and innovation in earlier research

International and Finnish context

International case studies and cross-country comparisons have suggested that there is a strong relationship between innovation activity and regional development. Social and economic conditions lead to different reactions to innovation and to development. Some regions exhibit stronger (innovation-prone) and some exhibit weaker (innovation-averse) than expected economic growth relative to their R&D activity. Still, investments in economic and human resources, resulting in higher R&D activities on the national and regional levels commonly pay off in economic terms, resulting in higher location-bound innovation production and growth (e.g. Rodríguez-Pose 1999; Agüeros et al. 2013). However, studies on European and US regions have shown that the developmental level of the region matters: investment and employment in R&D activity require critical mass to gain positive marginal benefits (Varga 2000; Greunz 2005). Thus, innovation activity, as is regional development, is unevenly distributed across the global geographic landscape, between and within re-
regions (Copus et al. 2008). Moreover, innovation activities seem to cluster geographically (Florida 2002; Asheim & Gertler 2005). All in all, the level and efficiency of innovation activity should be higher in the core urban regions than in more remote and peripheral regions (Fritsch 2004; Capello et al. 2012). Thus, as US studies have shown, although the core-periphery disadvantage may decrease, the peripheral and rural regions are still at a technological disadvantage where the geography of innovation is concerned (Ceh 2001; Monchuk & Miranowski 2010). Indeed, both the results obtained with European firm-level data and the observations made with US data, have confirmed that innovation activities are geographically concentrated and their impacts highly localised (Jaffe et al. 1993; Audretsch & Feldman 1996; Sternberg & Arndt 2001; Crescenzi & Rodríguez-Pose 2013). In addition, regional concentration stimulates innovation, thus in general leaving the peripheral regions at a disadvantage on the levels of R&D and innovation activity (Tödtling & Trippl 2005).

The Finnish regional policy has traditionally been aimed at alleviating socio-economic differences between the most and the least developed regions through direct supportive funding, the relocation of national agencies and establishment of provincial universities (Tervo 2005; Jauhiainen 2008). Despite these efforts, marked regional variations in socio-economic development (or wellbeing) remain. Remote and rural municipalities, especially in northern and eastern Finland, still lag behind urban regions in southern and western Finland, when measured by unemployment or educational levels at least (Sirilä et al. 1990, 2002): in fact, Lehtonen and Tykkyläinen (2010) have demonstrated that, despite various policy measures, the self-reinforcing processes envisioned by classic cumulative causation theories (Myrdal 1969) still hold weight in Finnish regions and have resulted in a socio-economically polarized regional system. In other words, regional success has been concentrated in a small number of growth centres, of which the most evident example is the Helsinki capital region (Heikkinä 2003; Loikkanen & Susiluoto 2012). On a national level migration and economic dynamics have caused polycentric concentration in other core urban regions, for example Oulu and Tampere (Antikainen & Vartiainen 2005). Therefore, when considering Finland, the Helsinki capital region and other core urban regions have traditionally been in advantageous positions when compared with their peripheral counterparts. With specific reference to regional development and well-being, the evidence shows that the clustering of the population and economic activity has been centripetal (Mikkonen 2002; Sirilä et al. 2002; Lehtonen & Tykkyläinen 2010).

In Finland the government-led innovation policy, which has been endorsed from the 1990s onwards, has been implemented through actions in line with the concept of national innovation systems together with regional cluster policies (Romanainen 2001; Miettinen 2002; Jauhiainen 2008). This has worked well, raising Finland up among the top-nations in country rankings of innovation (Oinas 2005). However, innovation activities are still mostly concentrated towards a few dominant core urban regions (Inkinen 2005).

Measurement of regional development and innovation

The term ‘development’ is in colloquial language associated with existing positive attributes resulting from progress. The main question, however, is which attributes are measured. Thus, the concept of development is largely a covenanted issue and requires agreement on what is measured (and to what extent) and how these measurements actually represent what is meant by development. Thus, the findings and propositions of earlier research are the foundations of the variable selection and index calculus. In our study, variable selection combines conceptual arguments with empirical observations: the variables appropriate for an applied theoretical framework provide higher validity and reliability (Isard et al. 1998). In choosing the variables, the criteria listed by the Advisory Board for Regional Development in Finland (Kehitysalueiden neuvottelukunta 1973), originally stated as 1) quantitative measurement, 2) instrumentality, 3) comprehensiveness, 4) significance, 5) disaggregability and 6) exclusiveness, were pursued. In addition, other studies of regional development in Finland (e.g. Sirilä et al. 1990, 2002; Rantala 2001; Mikkonen 2002; Lehtonen & Tykkyläinen 2010, 2011) have been taken advantage of. For example, in these studies the economic success of regions was strongly associated with workforce properties. Therefore, our analysis includes variables on unemployment and the educational level and sectoral composition of the workforce.
Moreover, variables commonly associated with regional economic development, i.e. variables on the income level and regional gross domestic product (GDP), where used to describe the efficiency and intensity of economic activity. The social structures of the regions were measured with data on migration and number of children and with variables related to social cohesion, namely dependency ratio and gender structure. The negative impacts of the concentration of population, where taken into account by using variables on housing conditions and the crime rate. To sum up, the variables chosen include various socio-economic variables, such as GDP, unemployment, sources of livelihood, and the percentage of the adult population with higher education (Table 1).

In the selection of study variables we also need to consider the temporal aspect of regional development, as what is ‘agreed’, in the literature, to constitute development changes over time (Pike et al. 2007). For example, the degrees of industrialization and services have been traditionally considered as the main indicators of development in individual locations (Dicken & Lloyd 1991). However, since the 1990s innovation-driven developmental rhetoric has increased steadily (Jauhiainen 2008). Therefore, due to limitations in technology variables concerning regional development and growth, several other newly found concepts highlighting the importance of innovation have been used to describe this “techno-scientific” development (Nonaka & Takeuchi 1995; Florida 2002; Webster 2002). However, there are problems in the measurement of innovation – defined in the traditional sense as the first introduction of an invention in the market (Sternberg 2009) – particularly in regional contexts, because the availability of coherent data from interregional sources is often limited. Therefore, R&D and patent statistics were used here despite their limitation of being measures for technological product innovations (less suitable for measuring other types of innovation) and innovation inputs (rather than actual outputs), as they are among the most commonly used indicators of innovation, since they provide valuable information on the regional innovation activities and offer good regional data availability (Makkonen & van der Have 2013).

Table 1. Chosen variables depicting regional development and innovation (in this study).

<table>
<thead>
<tr>
<th>Regional development</th>
<th>Net population change % (natural population change and migration)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population change</td>
<td>Percentage of population in workforce</td>
</tr>
<tr>
<td>Workforce</td>
<td>Percentage of children (under 15 years of age)</td>
</tr>
<tr>
<td>Children</td>
<td>Amount of nonworking (unemployed, pensioners, children etc.)</td>
</tr>
<tr>
<td>Dependency ratio</td>
<td>Percentage of adult population with higher education</td>
</tr>
<tr>
<td>Education</td>
<td>Number of women compared with 1000 men</td>
</tr>
<tr>
<td>Gender structure</td>
<td>Unemployment rate %</td>
</tr>
<tr>
<td>Unemployment</td>
<td>Percentage of working population in agriculture and forestry sector</td>
</tr>
<tr>
<td>Agriculture and forestry</td>
<td>Percentage of working population in industry sector</td>
</tr>
<tr>
<td>Industry</td>
<td>Percentage of working population in service sector</td>
</tr>
<tr>
<td>Service</td>
<td>Gross domestic product / inhabitant</td>
</tr>
<tr>
<td>GDP</td>
<td>Growth in gross domestic product %</td>
</tr>
<tr>
<td>GDP change</td>
<td>Gross value added / inhabitant</td>
</tr>
<tr>
<td>Income</td>
<td>Gross income / inhabitant</td>
</tr>
<tr>
<td>Housing</td>
<td>Percentage of small and/or inadequate housing</td>
</tr>
<tr>
<td>Crime</td>
<td>Crimes against human life and health compared with 1000 persons</td>
</tr>
<tr>
<td>Patents granted</td>
<td>Patents granted / 1000 inhabitants</td>
</tr>
<tr>
<td>R&amp;D spending</td>
<td>R&amp;D spending € / inhabitant</td>
</tr>
</tbody>
</table>
Empirical material

Data considerations

The analysed data was compiled and calculated from the official Statistics Finland’s databases (Altiika and StatFin). The calculations make the applied dataset unique; Statistics Finland, the provider of the original datasets, does not have these calculated data sources. The employment of Community Innovation Survey data was also considered. However, as a sample data of firms it poorly fits our purposes. The amounts of GDP and gross value added (GVA), as well as R&D and patent data, were compiled from previous data from the older local administrative units (LAU-1) division. Consequently, a few smaller contemporary municipalities are misplaced in the LAU-1 division of 2010 used in this study. The missing data on certain LAU-1s from individual years were estimated as the moving averages of contiguous years. The percentage of missing data points in the original dataset is 1.7%. In addition, the classification of higher education in the Finnish official statistics changed in 1998 so the data from 1995–1997 is based on an earlier educational division. The data were gathered from the years 1995–2007.

In spatial terms, the data covers all (68) of the LAU-1s in mainland Finland and Åland as a whole due to missing data on the LAU-1 level in Åland (Fig. 1). The unit of observation issues was considered according to Glaeser (2000), who discussed the problems of analysis with spatial units. The use of LAU-1 classification was decided because it has considerably more units than the old nomenclature of territorial units for statistics (NUTS) classification, regional scale used for example in Regional Innovation Scoreboard of the European Union (Hollanders et al. 2009), enabling the use of statistical methods with available innovation data. The smaller LAU-2 units still suffer from a too large extent of missing data.

There are also some limitations to LAU-1 categories, because in a respect they present “a medium” option. The selection is however grounded because the regional concept of LAU-1 is a more coherent regional entity that would better entail the idea of “functional area” in regional analyses rather than LAU-2 which involves more detailed information on a legislative municipal level. The LAU-1 units are thus a good compromise in terms of ‘local’ and ‘regional’, because in Finland they are more robust concerning functional areas of daily commuting. Finally, the innovation policy is strongly influenced by the national level (Sotarauta & Kautonen 2007). Moreover, LAU-1 level regions do not have a direct role in local innovation systems but they always include the smaller regional units of cities and municipalities that may organize their own respective development functions.

Remarks on principal component analysis (PCA)

Finland has a long history of geographical studies on regional development with multivariate methods (Yli-Jokipii 2005). Here, also, regional development was measured with a combination of variables describing regional development and innovation activity for which multivariate analysis provided the best analytical toolkit. PCA was used for several reasons. First, it is robust enough to withstand limitations in missing values, considering the overall size of the data (N=69) that
can be considered as average in regional studies. The missing case treatment used in this study also provided a decent alternative for conducting PCA without risking the reliability or validity of the study. Second, PCA is a good tool for identifying patterns and highlighting similarities and differences within the data. In a regional context, this is particularly beneficial. Notwithstanding, and even though there is ample empirical support to underline the importance of endogenous socio-economic factors for local economy and innovation processes (e.g. Crescenzi et al. 2007), the limitation of the “spatial objects PCA” approach applied here is that it does not take into account the possible impacts of spatial autocorrelation (Demšar et al. 2013).

PCA compresses the information contained by several variables into a small number of principal components (dimensions), which ensures that as little of the original information as possible is lost. At the same time, the impacts of different variables on regional development are weighted. Here, also, lies the value added of PCA. Recently, studies on regional development in Finland (e.g. Siirilä et al. 2002; Makkonen 2011) have taken the variables employed as granted without testing the importance and the composition of these variables against regional development as a whole. PCA in turn offers a means of exploring the interconnectedness and the weight of different variables of regional development, which allows us to investigate which variables, in fact, are ‘important’ for regional development. Analysis also indicates the underlying dimensions that unify the groups of variable loadings on each principal component. The methodological considerations and applications of PCA can be found in Jolliffe (2002) and Tabachnick and Fidell (2007). The most common tests (the Bartlett test of sphericity and the Kaiser-Meyer-Olkin (KMO) measure of sampling adequacy) and measures (communalities, loadings and eigenvalues) of PCA suitability were used in this study.

PCA always requires meaningful interpretations for the principal components produced. Otherwise, another method should be used. The designation of the principal component reflects the interpretation, because it requires consideration of what types of variables are loaded on the principal component. Therefore, it is important that the name given to the principal component describes the aggregate that it represents. Additionally, the research design of this study asks how regions are situated in relation to the principal component scores (PCS). Calculation of the PCS is carried out in a similar fashion to that of the regression model by weighting the variables with coefficients produced by PCA. The advantage of this approach lies in the way that changes in PCS will reflect both the importance (loadings) of the various indicators included in the analysis over time and shifts in regions’ positions relative to each other (Fagerberg et al. 2007). However, at the same time this renders the statistical comparison of PCS between different years less feasible. Thus, the decision to concentrate on the regions’ standings based on the PCS was made, i.e. the relative differences between the regions are not shown in our results.

**Key results of principal component analysis**

The preconditions for successful PCA were fulfilled in the data concerning variables used to assess regional development for every year (Table 2). A large number of variables showed significant loadings concerning the first principal component (Table 3). The first principal components can thus be interpreted as “regional development”. This paper will now focus further on the interpretation of these first principal components.

As Table 3 suggests, a significant workforce and higher education are the “leading and distinct” variables of regional development (in terms of co-variation of the explanatory variables) giving an answer to the first explicit research question. This means that an educated workforce correlates highly with other indicators depicting regional development and can be described as an important re-

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>KMO</td>
<td>0.686</td>
<td>0.719</td>
<td>0.733</td>
<td>0.717</td>
<td>0.705</td>
</tr>
<tr>
<td>Bartlett’s</td>
<td>&lt;0.001</td>
<td>&lt;0.001</td>
<td>&lt;0.001</td>
<td>&lt;0.001</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Eigenvalues</td>
<td>8.563</td>
<td>8.905</td>
<td>8.626</td>
<td>8.520</td>
<td>8.034</td>
</tr>
<tr>
<td>% of variance</td>
<td>47.57</td>
<td>49.47</td>
<td>47.93</td>
<td>47.34</td>
<td>44.63</td>
</tr>
</tbody>
</table>
source for regional development. The changes in the composition of the leading variables have been subtle. Table 3 shows, however, that workforce and higher education have preceded income level in terms of loadings, which in the 1990s was still the single most ‘distinct’ variable corresponding to regional development. The changes in the order of the other variables are more sporadic when all the years (1995–2007) are considered, although the dependency ratio and agriculture and forestry are now established as the fourth and fifth most ‘distinct’ variables of regional development. Population change is also positively associated with regional development. In addition, GVA, income, and GDP are high in more developed regions. Since agriculture and forestry are negatively associated with other variables depicting regional development, it can be stated that predominantly rural regions are not at the peak of development and it appears that more developed regions are in fact service-oriented (services are positively associated with other variables depicting regional development). Accordingly, unemployment, limited and low housing conditions and a high dependency ratio are negatively, whereas a nonbiased gender structure is positively, associated with other variables depicting regional development.

The variables chosen here to depict innovation, namely R&D spending and patents, have gained a stable middling position (in terms of covariation of the explanatory variables) among the other variables of regional development. The recent decrease in the loadings of patents is evident from the total number of patents in Finland (Fig. 2), which have declined drastically since 2005. In contrast, the number of patents in Finland (Fig. 2), which have declined drastically since 2005. In contrast, the amount spent in R&D in Finland has increased steadily and the loadings of R&D have not undergone such distinct changes than patents. Also, the time lag for the economic realization of patents is longer (Makkonen 2011). However, it has to be noted that R&D activities and patents reflect only a part of the total innovation inputs and outputs. Thus, the total innovative efforts in a region are not represented through these two variables. Furthermore, outsourcing and dispersal of firm’s innovation activities to outside its home-region can lead to an underestimation of the real innovativeness of some regions and overestimation of others.

Table 3. Loadings of the principal component “regional development” for the years 1995, 1998, 2001, 2004 and 2007 (arrows represent the subsequent shifts in the order of the variables according to their values of principal component loadings; loadings under the value of 0.3 are excluded).

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Income</td>
<td>0.932</td>
<td>0.933</td>
<td>Workforce 0.926</td>
<td>Workforce 0.922</td>
<td>Workforce 0.926</td>
</tr>
<tr>
<td>Workforce</td>
<td>0.902</td>
<td>Workforce 0.925</td>
<td>Education 0.893</td>
<td>Income 0.869</td>
<td>Income 0.859</td>
</tr>
<tr>
<td>Agriculture</td>
<td>-0.863</td>
<td>Dependency -0.874</td>
<td>Education -0.871</td>
<td>Dependency -0.862</td>
<td>Dependency -0.852</td>
</tr>
<tr>
<td>Dependency</td>
<td>-0.856</td>
<td>Pop. change 0.870</td>
<td>Dependency -0.866</td>
<td>Agriculture -0.846</td>
<td>Agriculture -0.846</td>
</tr>
<tr>
<td>Education</td>
<td>0.852</td>
<td>Education 0.860</td>
<td>Pop. Change 0.864</td>
<td>GVA 0.815</td>
<td>Pop. Change 0.786</td>
</tr>
<tr>
<td>Housing</td>
<td>-0.828</td>
<td>Agriculture -0.823</td>
<td>Agriculture -0.845</td>
<td>GVA 0.813</td>
<td>GVA 0.751</td>
</tr>
<tr>
<td>GVA</td>
<td>0.779</td>
<td>GVA 0.810</td>
<td>GVA 0.800</td>
<td>GDP 0.813</td>
<td>GDP 0.749</td>
</tr>
<tr>
<td>GDP</td>
<td>0.775</td>
<td>GDP 0.809</td>
<td>GDP 0.795</td>
<td>Pop. Change 0.792</td>
<td>GDP 0.749</td>
</tr>
<tr>
<td>Gender</td>
<td>0.768</td>
<td>Housing -0.764</td>
<td>Gender 0.765</td>
<td>Gender 0.747</td>
<td>Housing -0.738</td>
</tr>
<tr>
<td>Pop. change</td>
<td>0.756</td>
<td>Gender 0.750</td>
<td>Housing -0.737</td>
<td>Housing -0.742</td>
<td>Gender 0.717</td>
</tr>
<tr>
<td>R&amp;D spending</td>
<td>0.700</td>
<td>R&amp;D spending 0.694</td>
<td>R&amp;D spending 0.658</td>
<td>R&amp;D spending 0.666</td>
<td>R&amp;D spending 0.609</td>
</tr>
<tr>
<td>Patents granted</td>
<td>0.495</td>
<td>Patents granted 0.625</td>
<td>Patents granted 0.620</td>
<td>Patents granted 0.635</td>
<td>Services 0.584</td>
</tr>
<tr>
<td>Unemployment</td>
<td>-0.537</td>
<td>Unemployment -0.595</td>
<td>Unemployment -0.599</td>
<td>Unemployment -0.562</td>
<td>Unemployment -0.495</td>
</tr>
<tr>
<td>Services</td>
<td>0.453</td>
<td>GDP change 0.500</td>
<td>Services 0.465</td>
<td>Services 0.544</td>
<td>Patents granted 0.393</td>
</tr>
<tr>
<td>Industry</td>
<td>0.409</td>
<td>Services 0.374</td>
<td>†Children 0.300</td>
<td>†Children 0.363</td>
<td></td>
</tr>
<tr>
<td>GDP change</td>
<td>0.340</td>
<td>Industry 0.361</td>
<td>✱ Change to a loading under the threshold of 0.3</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note:

† † Change from a loading under the threshold of 0.3
↑↓ Change of more than one rank
Blank No change
* Change to a loading under the threshold of 0.3
Some minor changes that are not evident from the Table 3 are highlighted in Figure 3 which suggests that industry is no more a ‘distinct’ feature of regional development. An opposite path to industry can be seen in the importance of services. In the mid-1990s services and industry had almost equal loadings, but after 1998 these two variables have taken quite different directions: the loadings of services have increased steadily whereas the loadings of industry have fallen to negligible. Industry was at one time almost a synonym for development, but it has been replaced by other more sophisticated “techno-scientific factors”. Since the loadings of the principal component are low, the percentage of children and levels of crime are not associated with regional development to a noticeable degree. However, it is interesting that the loadings of the percentage of children to the regional development have increased from a negative effect to a modest positive association. This means that the positive connections between the number of children and the other variables of regional development are likely to strengthen in the future. On the contrary GDP change, which had a modest association with regional development in the 1990s, has now fallen under a loading of 0.3, which means that nowadays it does not have a notable connection to other variables depicting regional development. This is an interesting side note, which is hard to explain as it would seem plausible that GDP growth should be interlinked with regional development. One reason is the use of LAU-1s as the units of observation. In LAU-1s, there are treten-
dous fluctuations in the growth percentage of GDP between individual years.

According to previous literature, innovation variables are associated with the variables of regional development. In line, the results presented here are somewhat encouraging: in Finland innovation was positively associated with regional development. However, innovation is not among the predominant variables (in terms of covariation of explanatory variables) of regional development. In fact there are several other variables with higher loadings to regional development than innovation. Thus, innovation variables, R&D spending and granted patents are interlinked with the other variables depicting regional development, but they are not among the “leading and distinct” variables of regional development.

**Innovation and principal component scores for regional development**

The following comparisons are based on variations between a sum ranking of patents and R&D spending (the standings of the regions in both patent and R&D rankings were summed up: low scores indicate good performance) and the PCS ranking of “regional development” (where 0 indicates the average and positive value above average performance). As seen from the PCS rankings, the most developed regions in Finland are the core urban regions (Fig. 4 and Table 4). In contrast the rural and peripheral parts of eastern and northern Finland are less developed. Regional clustering is clearly visible: provincial centres have higher data scores than surrounding regions.

The PCS rankings show that statistically the most developed regions are also the most innovative (Fig. 4 and Table 4). Their counterparts are the rural and peripheral regions, which also have the lowest R&D inputs and patenting intensity. To single out one region, Åland, is a clear exception to this positive correlation rule, because it has high developmental scores but low scores for innovation variables. The autonomous Åland differs considerably from the regions of continental Finland in terms of economic activity. For example, leisure travel is a high income source in Åland and one factor explaining this anomaly. The most innova-

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Oulu</td>
<td>1</td>
<td>Oulu</td>
<td>Tampere</td>
<td>1</td>
<td>Helsinki</td>
<td>Helsinki</td>
<td>Helsinki</td>
</tr>
<tr>
<td>Salo</td>
<td>2</td>
<td>Salo</td>
<td>Vaasa</td>
<td>2</td>
<td>Turku</td>
<td>Tampere</td>
<td>Tampere</td>
</tr>
<tr>
<td>Jyväskylä</td>
<td>3</td>
<td>Helsinki</td>
<td>Helsinki</td>
<td>3</td>
<td>Oulu</td>
<td>Oulu</td>
<td></td>
</tr>
<tr>
<td>Helsinki</td>
<td>4</td>
<td>Tampere</td>
<td>Oulu</td>
<td>4</td>
<td>Åland</td>
<td>Åland</td>
<td></td>
</tr>
<tr>
<td>Tampere</td>
<td>5</td>
<td>Jyväskylä</td>
<td>Jyväskylä</td>
<td>5</td>
<td>Tampere</td>
<td>Turku</td>
<td>Vaasa</td>
</tr>
<tr>
<td>Porvoo</td>
<td>6</td>
<td>Porvoo</td>
<td>Salo</td>
<td>6</td>
<td>Salo</td>
<td>Porvoo</td>
<td>Turku</td>
</tr>
<tr>
<td>Etelä-Pirkanmaa</td>
<td>7</td>
<td>Etelä-Pirkanmaa</td>
<td>†Forssa</td>
<td>7</td>
<td>Porvoo</td>
<td>†Jyväskylä</td>
<td>Porvoo</td>
</tr>
<tr>
<td>Vaasa</td>
<td>8</td>
<td>Vaasa</td>
<td>Äänekoski</td>
<td>8</td>
<td>Vaasa</td>
<td>Vaasa</td>
<td>Salo</td>
</tr>
<tr>
<td>Turku</td>
<td>9</td>
<td>Turku</td>
<td>†Rauma</td>
<td>9</td>
<td>Jyväskylä</td>
<td>Salo</td>
<td>Jyväskylä</td>
</tr>
<tr>
<td>Forssa*</td>
<td>10</td>
<td>†Äänekoski</td>
<td>†Pori</td>
<td>10</td>
<td>Kuopio</td>
<td>Kuopio</td>
<td>Kuopio</td>
</tr>
</tbody>
</table>

**Note:**

†↑ Change of one rank
†↓ Change of more than one rank
Blank No change
* Has fallen outside the top ten
† New in top ten

Table 4. The most innovative, in the sum ranking of R&D spending and granted patents, regions in Finland and the standings in the principal component score ranking of “regional development” for the years 1995, 2001 and 2007.
Fig. 4. Sum ranking scores of R&D spending and granted patents in A) 1995 and C) 2007 (highest ≤ 35; above average = 36–75; below average = 76–105; lowest > 105) and principal component score rankings for LAU-1 “regional development” in B) 1995 and D) 2007 (highest > 0.75; above average = 0.00–0.75; below average = -0.75–0.00; lowest < -0.75). For explanation of the numbers, see Table 4.
tive, in terms of patents and R&D spending, (and developed) regions are consistently university regions (one visible exception is the region of Salo). The relatively high position of the Salo region in the R&D and patents ranking was due to Nokia’s strong influence in the region: Nokia’s R&D conducted in Finland still accounted for almost half of the total business sector R&D in Finland ten-to-five years ago (Ali-Yrkkö & Hermans 2004).

As for the changes in time it can be said that the extremes in innovative regions have narrowed between the years 1995–2007: the explicit dualism between the urban and peripheral regions has decreased (Fig. 4 and Table 4). Still, Oulu, Jyväskylä, Tampere, Helsinki, and Vaasa are and have been the most innovative region, in terms of R&D spending, and among the top regions measured in patents, in Finland during the time period analysed. However, there are also highly innovative regions that have developed themselves with the significant branches of traditional forest and marine industry. These regions include Äänekoski (a strong forest industry region), Rauma and Pori (both important marine industry regions). They are now among the most innovative regions in Finland, whereas at the beginning of the observation period the most innovative regions were more predominantly core urban regions (cf. Table 5). The changes in the order of the most developed regions have been subtler and there have been shifts back and forth, but Helsinki maintained its position as the most developed region between the years 1995–2007.

In sum, the core urban regions are still the drivers of the national economy. Interestingly, the regions in Figure 4 and Table 4 are rather dispersed throughout Finland. Thus, multi-centrality is also visible and provincial centres tend to have high innovation capacities. However, the northern and eastern parts are still underrepresented in terms of regional development and innovation. The comparisons show that, innovation and regional development are positively associated. This was evident from the results of the PCA, which show that the innovation variables were loaded on the first principal component depicting regional development.

### Discussion and implications

The case study location, Finland, has been considered as one of the countries that have been the most successful at creating and promoting innovation through a national innovation system together with regional cluster policies. Finnish regional policy has a long tradition of balancing goals in regional development. In theory, all municipalities should provide the same conditions for the quality of life throughout the country. However, in geographical terms, the results show that the developmental level in Finland follows a north-south trend, with the exception of provincial centres, following the existence of the main explanatory variables: the southern parts are the most developed, but provincial centres in other parts of Finland also emerge as developed locations. Moreover, some traditional industry regions have gained a position among the most innovative regions in Finland. As stated, the most developed regions in Finland are also among the most innovative regions. Although other significant socio-economic variables have to be taken into account, one can see a two-way implication: innovations boost regional development and developed regions are more prone to innovation. Thus, steps to promote innovation can also be seen as steps to improve the developmental stage of a region.

The broader implications derived from the results have interesting insights for other countries, besides Finland, to follow regionally inclusive growth paths. First, the heavy investments on education in Finland appear to have paid off in (regional) economic terms. Second, indicatively the success of a variety of regions in terms of regional development and innovation points towards a conclusion that the Finnish way of implementing cluster based regional development and innovation policies seems to have worked relatively well as pointed out by Valovirta et al. (2009). However,
third, relying solely on techno-scientific inputs (R&D) in regional development does not guarantee economic growth. Fourth, the development policies aimed at alleviating the differences between the most and the least developed regions in Finland (Jauhiainen 2008) seem to have, in their part, secured a multi-centred landscape of economic activities. Thus, in short, these successful Finnish examples offer guiding lines to other countries aiming at implementing regionally-balanced development policies.

Conclusions and remarks for future research

This paper explained the temporal variations of regional development in the light of innovation production. The variables used are interrelated and jointly contribute to regional development, but the analysis illustrates that workforce and higher education has replaced income levels as the “leading and distinct” variables of regional development, even though temporal changes may be considered modest. Thus, to answer the first research question, workforce and higher education are the ‘leading’ variables for explaining regional development, whereas innovation activity is only of mediocre importance in explaining regional development and economic success. This is partly to do with the time lag between innovation variables and their economic realization, but it also shows that, even though innovative activity might be important for regional development, other actions including the support of education and attracting a (skilled) workforce should not be ignored vis-à-vis regional development policies.

To answer the second research question, the empirical results show that the levels of regional development and innovative activity are higher in the core urban regions than in the periphery, i.e. innovation and regional development appear to cluster geographically. Statistics support the statements that peripheral regions are at a disadvantage on the levels of R&D and innovation production. However, this tendency of clustering of innovative activities towards the core urban regions has levelled off to some extent.

In conclusion the data were collected in Finland and thus the results are pertinent to the situation in Finland. In other countries the contexts are different and the implemented policies and public sector functions concerning regional development may also vary. However, the results provide a coherent comparative starting point, at least for other countries with similar GDP and R&D levels. Furthermore, the LAU-1 classification is an official statistical unit currently used in the European context. LAU-1 classification provided a more robust way to understand regional variations compared to NUTS-3 classification that we consider too broad and general for innovation analysis. Accordingly, applying innovation output data as in Makkonen and van der Have (2013) as well as other (less common) indicators of regional development might raise interesting further insights into the relationship between innovation and regional development. Finally, more qualitative and quantitative approaches are needed in order to assess the impacts of innovation activities and policies in the regional level. An extensive amount of work has already been conducted separately, but the triangulation of quantitative variables to ad hoc qualitative data as well as applying PCA with spatial autocorrelation (see Demšar et al. 2013) requires further efforts.
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