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Introduction

During recent decades, urban regions across de-
veloped countries have experienced considerable
changes. The outward shift of population and
overall deconcentration of urban regions have
characterised most cities; a trend initiated by the
development of public transportation systems and
accelerated by private car ownership (Millward &
Bunting 2008). More recently, globalisation, ex-
panding knowledge and information based econo-
my and changing demographic composition have
dramatically changed the structure of urban re-
gions as traditional monocentric cities have given
way to more polycentric urban constellations (Hall
1993; Musterd et al. 2006).

The trend towards increasing polycentricity was
first discovered in the United States, where new
economic nodes, or edge cities as they were
named by Garreau (1991), were observed in the
peripheral outskirts of metropolitan regions. In Eu-

rope, the dense settlement system and high popu-
lation density created distinct polycentric urban
development, which became visible through the
transition from traditional hierarchical relations
between urban subcentres to polycentric urban
constellations where also complementary rela-
tions between the nodes existed (Dieleman & Fa-
ludi 1998; Kloosterman & Musterd 2001; Parr
2004; Hall & Pain 2006). However, as Beauregard
and Haila (1997: 328) emphasise, despite the
emergence of subcentres, central cities in Europe
still function as dominant cores for their regions
and American cities continue to have downtowns.
The new processes shaping urban areas have nev-
er replaced the old ones completely, which has
lead to a complex pattern of old and new urban
structures.

Urban regions in Finland have also gone through
considerable changes. The urbanisation in Finland
took place fairly recently, with the most rapid ur-
ban population growth occurring in the 1960s and
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1970s. This resulted in rather peculiar urban de-
velopment, where the process of urbanisation
mostly took place in the form of suburbanisation.
In Finland, the major trends in urban development
since the end of the Second World War have been
the continuous concentration of population to ur-
ban regions with simultaneous suburbanisation.
Vartiainen (1991) has described this process with
the term regionalisation, which is typified by both
nationwide population concentration and the re-
gional dispersion of population. The regional as-
pect has grown increasingly important in the Finn-
ish context during the past decade as urban popu-
lation growth has increasingly taken place in the
remoter parts of urban areas. Although a lot of re-
search has been conducted on urban issues in Fin-
land, the regional aspect of urban development
has recently been a rather scarcely researched
subject.

This paper aims at providing understanding on
the complex dynamics behind changing urban
structure during the period of 1980–2005 using
the Turku urban region as a case study. The pur-
pose of this paper is not simply to make determin-
istic generalisations of the dynamics of the urban
structure in Turku but to provide a broader view on
the changes visible in Finnish urban regions. The
paper begins by discussing recent theoretical and
empirical research regarding changes in urban
population distribution and urban dynamics in
general. The theoretical section is followed by a
description of the research data and used methods
as well as a brief introduction to the study area. In
the succeeding section, the empirical results of the
paper are presented followed then by discussion
and conclusions where the results are reflected
against the wider societal and theoretical context.

Recent trends in urban population
distribution

Two major trends have become evident when con-
sidering recent changes in urban spatial structure.
First, a large number of studies have examined dif-
ferent forms of decentralisation or deconcentration
processes all around the developed world. The ter-
minology linked to the deconcentration of human
activities within urban regions has ranged from
counterurbanisation to urban sprawl (Berry 1976a;
Fielding 1982; van den Berg et al. 1982; Champi-
on 1989; Geyer & Kontuly 1993; Bruegmann
2005; EEA 2006). Secondly, the emergence of new

urban centres within urban regions has been noted
by many scholars particularly in Northern America
and in Western Europe (Garreau 1991; Anas et al.
1998; Dieleman & Faludi 1998; Kloosterman &
Musterd 2001; Parr 2004; Hall & Pain 2006). This
trend of evolving multinodality in urban regions
was largely recognised in the early 1990s and it
has since been an inseparable part of the way ur-
ban regions are understood.

Although the processes leading to the decen-
tralisation of urban population have been well rec-
ognised in several cities in Europe and North
America, the predominant trend in population
change has been growing metropolitan areas and
declining peripheries. The turnaround in this trend
was first documented in the United States where
the population shift from metropolitan to non-met-
ropolitan regions was documented in the 1970s
(Beale 1975; Berry 1976a; Beale 1977). This turn-
around, or counterurbanisation as it was named
by Berry (1976a), is an ambiguous concept. In his
seminal article, Berry (1976b: 17) defines counter-
urbanisation simply as “a process of population
deconcentration”. The imprecision of the con-
cept’s definition led, according to Mitchell (2004:
27), to a myriad of different interpretations of the
deconcentration process. Mitchell (2004) catego-
rises different viewpoints on counterurbanisation
according to whether counterurban population
growth occurs in adjacent areas to metropolitan
regions, in peripheral locations, or down the set-
tlement hierarchy. Common to these definitions,
however, is that in every category population
growth takes place in areas beyond the suburban
or metropolitan region.

As a theoretical concept counterurbanisation
was questioned relatively soon after its emergence.
In Britain, Champion (1987) demonstrated that ru-
ral population growth and metropolitan decline
peaked in the early 1970s only to stabilise again in
the following decade into much smaller popula-
tion growth differences between rural and urban
regions. Similar results were reported by Richter
(1985) and Long and DeAre (1988) concerning the
population trends in the United States. Further-
more, Long and Nucci (1997) demonstrated that
although metropolitan population growth in the
US surpassed non-metropolitan growth in the
1980s, features of population deconcentration
were again visible in the 1990s. Vartiainen (1989:
223) stated that the conceptual framework of
counterurbanisation together with such concepts
as reurbanisation and gentrification are “losing
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sight of a more flexible socio-spatial organisation,
where deconcentration may evolve together with
concentration”. Vartiainen (1989) calls this proc-
ess regionalisation after the Swedish scholars Ven-
tura and Wärneryd (1983). Based on an empirical
example from Finland, Antikainen and Vartiainen
(2002) define regionalisation as the growth of large
urban regions where population growth branches
out to surrounding rural areas whereas the growth
of economic activities are increasingly concen-
trated in the urban centre.

Geyer and Kontuly (1993) expanded the discus-
sion on counterurbanisation to also include devel-
oping countries by introducing the concept of dif-
ferential urbanisation. The theoretical model of
differential urbanisation principally outlines the
development of national urban systems, but also
addresses urban development on a metropolitan
scale. In the model, counterurbanisation is seen as
an advanced stage of urban system, in which pop-
ulation shifts take place from the large cities to-
wards small urban centres. This phase of urban
development is preceded by the stages of rapid ur-
banisation of primate cities and their gradual ma-
turing characterised by the shift of population
growth from the central areas to suburban loca-
tions (Geyer & Kontuly 1993; Geyer 1996). On the
subnational scale, the model of differential urbani-
sation closely resembles the model of urban devel-
opment introduced first by Dutch scholars in the
early 1980s (Klaassen & Scimemi 1981; van den
Berg et al. 1982). The first stage of the model is
urbanisation characterised by the fast growth of
cities at the cost of their surrounding countryside.
Urbanisation is followed by suburbanisation as
cities grow and sprawl into their surrounding area.
The third stage of the model is counterurbanisa-
tion succeeded finally by the fourth stage, reur-
banisation, which refers to the revival of old urban
centres.

Extensive empirical illustrations testing the the-
ory of differential urbanisation were published in
the special issue of Tijdscrift voor Economische en
Sociale Geografie in the early 2000s (Kontuly &
Geyer 2003a). Using evidence based on cases
from nine different countries, Kontuly and Geyer
(2003b) concluded that the differential urbanisa-
tion model is consistent with reality. In more than
half of the studied countries, urban development
followed the sequence of stages proposed by the
model and in the rest of the cases the anomalies
could have be explained through policy interven-
tions. According to Kontuly and Geyer (2003b),

Finland went through all the stages of differential
urbanisation and was the only country to progress
thorough the whole cycle and then moving again
into the phase of urbanisation. In Finland, the first
urbanisation stage took place in the 1940s when
the population of Helsinki grew rapidly (Heikkilä
2003). During the 1960s, the population of the
largest cities began to deconcentrate leading the
country to enter into the counterurbanisation
phase. According to Heikkilä (2003), the second
cycle of differential urbanisation started in the
1990s when population in the largest cities of Fin-
land again started to grow.

From the 1990s onwards, the identification of
new patterns of urban structure has proceeded
rapidly (Champion & Hugo 2004). According to
Anas et al. (1998: 1426) urban regions have been
spreading out for a long time but only recently has
the “process of decentralization taken a more
polycentric form”, which has been characterised
by the fragmentation of urban spatial structure and
the emergence of new business districts in the ur-
ban periphery. Perhaps the most renowned con-
cept describing the new urban form is Joel Gar-
reau’s (1991) edge city, which refers to a large
concentration of office and retail space that was
“nothing like city just a few decades ago” (Garreau
1991: 6–7). Although edge cities are mainly asso-
ciated with the urban form of, for example, Los
Angeles, similar, but not identical, patterns of ur-
ban development have also been observed in Eu-
rope (e.g. Hitz et al. 1994; Phelps & Parson 2003;
Bontje & Burdack 2005).

In European research literature, polycentric ur-
ban development refers rather to a multinodal set-
tlement structure than to a rise of economic sub-
centres. The term polycentric urban region has
emerged in various contexts describing mainly ur-
ban development in north-western Europe (e.g.
Dieleman & Faludi 1998; Kloosterman & Musterd
2001). According to Dieleman and Faludi (1998:
366), a polycentric urban region is a large urban
region that does not contain a single primary city.
The term, therefore, refers rather to inter-metropol-
itan than intra-metropolitan polycentric patterns,
of which the most often used examples include the
Dutch Randstad, the Belgian Flemish Diamond
and the German Rhine-Ruhr area. The term polyc-
entricity has occasionally been used more broadly
to describe national urban networks (e.g. Antikai-
nen &Vartiainen 2005; Meijers et al. 2005) instead
of functional cohesive entities. This broad defini-
tion, however, differs largely from the characteris-
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tics of polycentric urban regions, which according
to Kloosterman and Musterd (2001) require suffi-
cient proximity to enable commuting between the
urban nuclei.

The concept of polycentric urban region has
gained largely purpose-oriented connotations as it
has been adopted by planners and politicians. Fur-
thermore, many scholars have questioned the ac-
tual existence of polycentricity within urban re-
gions in practice. Musterd and van Zelm (2001:
694) argue that in functional terms, such as cross
commuting, the Randstad polycentric urban re-
gion does not exist. Instead they recognise several
smaller functional entities within the region. Parr
(2004: 239) questions the validity of the concept
of polycentric urban regions and argues that it
should not be treated as an established theoretical
concept “but rather as a hypothesis in need of test-
ing”. Furthermore, Hall et al. (2006: 87) reason
that “some of Europe’s major metropolitan areas
are intrinsically more polycentric than others.” As
Musterd and van Zelm (2001) demonstrate in the
Dutch context, relatively small daily urban sys-
tems can be regarded as polycentric functional
units. They argue that polycentrism is reality at the
intra-metropolitan rather than the inter-metropoli-
tan level, which is undoubtedly true in the wider
European context as well (Musterd & van Zelm
2001; cf. Kloosterman & Musterd 2001). In their
further analysis of the Amsterdam metropolitan re-
gion, Musterd et al. (2006) underline that although
the historic city centre has not lost its position in
the urban system, Amsterdam is clearly a polycen-
tric urban region and both population and eco-
nomic tendencies point towards increasing intra-
metropolitan polycentricity (Musterd et al. 2006).

Research setting

Study area

The urban region as a study area is not a straight-
forward concept at least in the Finnish context.
Recent research addressing urban regions has been
policy-driven and the basis for determining the ur-
ban region has formed twofold. At first, the need
for describing the nationwide urban network in
Finland led to a series of studies on urban regions
carried out mainly by the Ministry of the Interior
(Antikainen 2001; Antikainen & Vartiainen 2005).
In these studies, urban regions were defined mere-
ly as NUTS-4 regions, which are mainly used as

units of statistical classification and have very few
administrative functions. Although these regions
coincide with functional urban regions in most
cases somewhat adequately, they are mainly usa-
ble in large scale regional comparisons. A second
approach to urban regions has addressed the rap-
idly changing internal structure of urban regions
and has been initiated by the Ministry of the Envi-
ronment (e.g. Ristimäki et al. 2003; Helminen &
Ristimäki 2007). This approach has been more
analytical defining the extent of the urban region
according to the spatial distribution of population
and workplaces. However, the definitions of re-
gion have emphasised more physical than func-
tional features of urban regions.

In this study, urban region is defined by adopt-
ing John Parr’s (2007) four different spatial defini-
tions of the city. First, Parr describes the built city
(BC), which is composed of the continuous built-
up area of housing, manufacturing, transport etc.
and of which population exceeds a certain level.
The second approach to defining the urban region
is the consumption city, which involves the BC
and all the localities dependent of the goods and
services offered by the BC. Parr’s third definition of
the city, the employment city, includes the BC as
well as the localities where at least every other
employee commutes to the BC. As commuters also
support employment opportunities in their resi-
dent localities, and thus increase the dependence
of the given locality on the BC, the actual share of
the commuters of the localities included in the
employment city is notably smaller than 50 per
cent. The fourth definition of the city, the work-
force city, represents the area from which a certain
number of the workforce of the BC is drawn. The
workforce city is based on a series of isolines start-
ing from the boundary of the BC and continuing
until the given majority of the BC’s workforce is
reached. The challenge with this approach is to
define the particular given percentage of the outer
extent of the workforce city. Since a small number
of the BC’s workforce resides very far from the city,
the hundred per cent isoline would not define the
city appropriately and some other, rather arbitrary
percentage needs to be chosen.

In this study, the employment city incorporating
the densely built up area with its commuting re-
gion forms the most usable approach to the study
area. The outer extent of the workforce city is dif-
ficult to define and reliable data for defining the
consumption city are unavailable at least on the
required scale. The built city in the Turku urban
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region includes the central areas of Turku and
three of its neighbouring municipalities: Raisio,
Kaarina and Naantali (Fig. 1). Since municipalities
are used as spatial units defining the extent of the
study area, these four cities together form a core
urban area. However, because of its elongated
shape, Turku includes also some predominately
rural areas in the northern parts of the city. Thus,
the commuting centre is defined as the densely
built-up area of the core urban area (BC) and not
as the outer extent of four municipalities. Further-
more, the municipal borders are defined in this
study as they were in 2008 and the numerous mu-
nicipal mergers that took place in Finland in 2009
are ignored.

The commuting region is divided into two cat-
egories. The inner commuting region includes the
municipalities, where at least half of the employed
workforce commutes to the core area. As Parr
(2007) points out, the dependence of the commut-
ing locality on the central city emerges at commut-
ing levels of less than 50 per cent and thus, the
outer commuting region was included in the study
area, from which at least a quarter of the work-
force commutes to the central area of the Turku

urban region. Although the division between the
inner and outer commuting region seems random
and purely statistical, the municipalities belonging
to these two categories represent some significant
differences. The municipalities in the inner com-
muting region are mainly small formerly rural
communities, which nowadays are increasingly
dependent on the jobs and services of the core
city, whereas the outer commuting region includes
mainly larger towns with better service infrastruc-
ture and job self-sufficiency.

Data

The empirical data used in this study are obtained
from the urban structure monitoring system main-
tained by the Finnish Environment Institute. The
monitoring system consists of a large amount of
longitudinal data aggregated from different regis-
ters of Statistics Finland and the Finnish Popula-
tion Register Centre. The basic spatial unit of the
data is a 250–250 metre grid cell and the data are
available in five-year intervals between 1980 and
2005. Only the cells that were inhabited at least in
one year of six different time periods were includ-

Fig. 1. Turku urban region. The municipal borders are defined in line with the situation in 2008. Source of the base map:
National Land Survey of Finland.
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ed in the study, amounting to a the total of 12,924
grid cells for the analysis.

In order to examine the dynamics of population
distribution in the Turku urban region, altogether
seven variables were included in the study on the
grounds of pre-existing studies (Table 1). Champi-
on (2001) links changes in urban population with
recent demographic trends. These trends, which
Van de Kaa (1987) named the second demograph-
ic transition, are characterised by decreasing
household sizes, the increasing number of the eld-
erly and the increasing number of small childless
households (Van de Kaa 1987; Champion 1992).
Five variables describing socio-demographic
changes were included in the study. Another, and
in Finnish context a very important approach to
intra-metropolitan population change, is urban
planning. Although several actors have an impact
on land use planning, the influence of land use
planning on urban structure is inevitable as all ma-
jor housing construction in Finland require a thor-
ough planning procedure (Jauhiainen & Niemen-
maa 2006). As longitudinal data describing plan-
ning activities are not available, the impact of land
use planning is quantified indirectly using data on
residential buildings. The increasing number of a
certain type of residential building indicates in the
urban context more or less inevitably that such
dwellings have been planned in the given area.

The spatial and temporal resolution set limita-
tions to the data available for the purposes of this
study. According to Kim et al. (2005), intra-metro-
politan population change is largely the outcome
of residential mobility and residential location
choice. However, since variables related to resi-
dential location choice or preferences are highly

subjective in nature, it is rather impossible to ob-
tain such data alongside with other longitudinal
grid data. Also several other potentially interesting
variables were impossible to quantify as grid data.
As a result, issues addressing, for example, the in-
creasing number of immigrants residing in urban
regions and spatial variation in housing prices re-
main subjects for further research.

The problem that derives from using the grid
data is the amount of data missing coordinate ref-
erence. Within the study area, the proportion of
unlocated data is in most cases less than 2 per cent
and often close to zero. As a basic rule, data from
1980 and 1985 are the most biased, although
these records have been revised by the Environ-
mental Institute using secondary data (Ristimäki
1999). In some cases the proportion of uncoordi-
nated data is high enough to cause potential prob-
lems in the interpretation of the results. The most
obvious case is the variable of over 75 year old
population, which is influenced by relatively large
numbers of institutionalised people. In order to di-
minish the possibility of misinterpretations, this
variable is aggregated with the age group of 65–74.
Another problem that might arise when using high
resolution datasets is the need for privacy protec-
tion in cases of personal information such as in-
come or education level. In this study, however,
the need for such protection is not relevant as
highly personal data are not illustrated on the map
in a way that an individual person might be recog-
nised.

Methods

In order to analyse the changes in urban structure,
two indices were calculated. The first index is a
modification of Duncan and Duncan’s (1955) dis-
similarity index D, which is used to measure the
rate of spatial segregation between two population
subgroups and is defined as:

where xi and yi are the population counts of two
subgroups in the given areal unit i in proportion to
the total population count in the whole study area.
The index ranges from 0 to 1, the larger index val-
ue suggesting a greater level of spatial segregation
(O’Sullivan & Wong 2007: 149). The modified
concentration index, also called the Hoover index,
measures the concentration of single phenome-

Table 1. Variables used in the study and related descriptive
statistics on the study area.

1980 2005

Proportion of people aged over 65 18.5 % 18.6 %

Floorspace (m2) per person ratio 40.8 64.2

Mean household size (persons) 2.82 2.51

Proportion of families with children 37.7 % 32.3 %

Proportion of 1 person households 18.6 % 24.0 %

Number of residential buildings

block of flats 2 906 3 267

detached or terraced houses 32 397 50 536
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non, such as population, in the study area. The
formulation of the concentration index follows the
formula 1, where xi is the population count and yi
is the area of the given areal unit i in proportion to
the total values of the study area (Duncan et al.
1961: 82–83; for a more recent approach, see Tsai
2005: 146 and Horner & Marion 2009). Likewise
to the dissimilarity index, the concentration index
ranges from 0 to 1, where the value 0 suggests
equal concentration of population in the whole
study area, whereas the value 1 suggests complete
concentration into a single areal unit. In order to
visualise the concentration index on the map, the
local concentration index was developed. The lo-
cal version of the index follows the formula 1
closely where the |xi – yi| value is calculated for
each inhabited grid cell.

Whereas the concentration index measures the
distribution of a phenomenon in the whole area,
the second index used in the study, the Moran’s I
statistic of spatial autocorrelation, detects the non-
randomness of events in the studied area (Wang
2006: 167). The I statistic by Moran (1950) is one
of the oldest measures of spatial autocorrelation
(or spatial clustering) and its methodological foun-
dation is presented elsewhere (e.g. Cliff & Ord
1973). The Moran’s I statistic ranges from –1 to 1,
where negative values indicate that dissimilar and
positive values that similar values are clustered
while values near zero indicate a random pattern
of observations (Wang 2006: 173). Moran’s I is a
global statistic giving a single value of spatial as-
sociation for the whole study area. In order to in-
terpret the patterns of spatial clusters within the
study area, a class of local indicators of spatial as-
sociation was used, which allowed the decompo-
sition of global Moran’s I into the contribution of
each individual observation (Anselin 1995: 94).
Several different local indicators for local cluster-
ing exist, of which a local version of Moran’s I de-
scribed by Anselin (1996) is used here.The strength
of the local Moran’s I lies in its ability to classify
spatial clusters into four distinctive categories, of
which the category implying positive spatial auto-
correlation of high values is particularly useful in
the analysis of the spatial dynamics of population
distribution (Messner & Anselin 2004).

The calculation of the local Moran’s I requires
information of the neighbouring values of a given
grid cell. This neighbourhood relation or spatial
weight can be calculated in several ways. In this
study, all cells within 500 metre radius are regard-
ed as the neighbours of the given grid cell. This

radius can be seen as justified, since the typical
diameter of a single neighbourhood in the study
area is roughly about one kilometre. In order to
make the interpretation of the local concentration
index compatible with the local Moran’s I, the
concentration index is generalised by calculating
the average values of the index to the grid cell and
its neighbouring cells within a 500 metre radius.
The analyses were performed using ArcGIS, SPSS
and GeoDa software.

Changing population distribution in
the Turku urban region

The total population of the Turku urban region has
increased notably in the studied period of
1980–2005. The population was 265,000 in 1980
and it increased by fifty thousand inhabitants to
315,000 in 2005. The internal composition of the
population growth, however, has varied signifi-
cantly. In absolute terms, the population grew in
all three sub-regions during the 1980s more or less
at the same rate (Fig. 2). In the early 1990s, the
growth rate of the core area increased rapidly
while the rate of inner commuting region remained
constant and the population growth of the outer
commuting region stagnated. Altogether, more
than half of the total population growth occurred
in the core area. The picture is very different when
the population change is considered in relative
terms. The relative population growth of the inner
commuting region has been very intense as the
population has increased with more than 50 per
cent, while the population in the core area and in
the outer commuting region has grown only about
15 per cent. The overall picture of the population
change in the urban region is therefore twofold.
The fastest population increase has occurred in the
inner ring of municipalities around the core urban
area but the best part of the population growth in
absolute terms has still taken place in the densely
built urban core.

To get a better view of the changes in the spatial
pattern of population distribution, two indexes de-
scribing the level of population concentration
were constructed. The first one, the concentration
index, measures the overall level of population
concentration in the whole study area and shows
that the population pattern has become more dis-
persed as the index decreased by 5.2 per cent be-
tween 1980 and 2005 (Table 2). The second index,
Moran’s I statistics, which measures the level of
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spatial autocorrelation and thereby the level of
spatial population clustering displays an opposite
trend. The I statistic shows notable non-random-
ness in the population pattern and the value of the
statistic rose over 10 per cent during the study pe-
riod suggesting increasing population clustering.
The high level of spatial autocorrelation, however,
indicates a population pattern where both high
and low population densities are clustered imply-
ing that also the areas with low population density
have expanded. The interpretation of these basi-
cally opposing findings is that the population is
getting increasingly clustered in certain areas
whereas the population of the formerly most
densely inhabited areas has decreased.

In Fig. 3, the changes in the population pattern
between 1980 and 2005 are visualised on the map
using the local versions of the concentration index
and Moran’s I statistic. The reason for the decreas-
ing concentration index is clearly visible in Fig.

3A. The population distribution has become less
concentrated in the central areas of the urban re-
gion whereas at the edges of the central area the
population distribution has become more concen-
trated. In the more peripheral areas, the pattern of
concentration dynamics is somewhat fragmented
suggesting that the main factor in decreasing con-
centration overall has been the diminishing impor-
tance of the central city as a concentration point of
population.

The local clustering pattern emphasises the
same kind of population trend as the concentra-
tion index (Fig. 3B). In the spatial cluster approach,
the core city was the main population cluster in
the region both in 1980 and 2005 complimented
by few smaller clusters, consisting of the centres of
the small towns of Lieto, Paimio and Parainen,
which are mainly located in the outer commuting
region. In 2005, however, new population clusters
have formed both at the edges of the core area and

Fig. 2. Cumulative population change in absolute and relative terms in the Turku urban region. Data source: Statistics Fin-
land.

Table 2. Changes in population concentration.

1980 1985 1990 1995 2000 2005 Change 1980–2005

Concentration index 0.721 0.714 0.705 0.698 0.692 0.683 -5.2 %
Moran's I statistica 0.500 0.510 0.518 0.532 0.550 0.556 11.2 %
a All values are significant at 0.001 level.
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more notably in the inner commuting region1. A
few areas classified as a cluster in 1980 but not in
2005 are mainly located at the edges of older resi-
dential areas where population decline has oc-
curred. Altogether, the spatial pattern of popula-
tion concentration demonstrates a trend where
spatial clusters of high population density are
spreading more evenly around the urban region,
thus forming a more polycentric intra-metropolitan
population pattern.

Both, changes in population concentration and
the emergence of new spatial population clusters
have a strong effect on the intra-metropolitan pop-
ulation distribution. In order to understand the
processes behind these changes, the socio-demo-
graphic characteristics and the changes in the built
environment are examined. The overall socio-de-
mographic trend in the whole study area during the
period of 1980–2005 has been decreasing house-
hold size and the proportion of families with chil-
dren together with the increasing proportions of
small households and per capita housing space
(Table 3). This result is expectable and congruent
with numerous other studies (e.g.Van de Kaa 1987;
Champion 1992; Musterd & van Zelm 2001).

The interpretation changes completely when ar-
eas of population growth and loss are examined

separately. In the areas where the population grew
during the 25-year period, the number of people
per household was increasing as well as propor-
tion of families with children. Conversely, the
share of one person households and aged people
decreased notably. The only socio-demographic
variable that shows similar trends in the popula-
tion growth areas and in the whole study area is
floorspace per person ration. However, the growth
of housing space was rather modest in comparison
with the overall development in the whole study
area. In the population loss areas, the socio-demo-
graphic trends are parallel with the overall devel-
opment but the changes were much more extreme.
The socio-demographic trends in the areas of in-
creased population are rather clearly in line with
housing career type explanations (e.g. Feijten
2005) as population growth seems to be linked to
parents seeking housing for their growing families.
Population decline, on the other hand, seems to
be an outcome of the current socio-demographic
trends of people getting wealthier at the same time
as the proportion small households is growing,
both increasing the per capita housing space (cf.
Champion 1992: 467).

Whereas the socio-demographic variables re-
vealed a housing career aspect in the changes of

Fig. 3. Changes in population distribution from 1980 to 2005. Base map source: National Land Survey of Finland. Data
source: SYKE, Urban structure monitoring system.
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intra-metropolitan population distribution, the
changes in the number of the residential buildings
show an obvious relation between population
growth and housing construction. In the 25-year
study period, the number of residential buildings
more than doubled in the areas where population
growth occurred whereas, in the population de-
cline areas, the number of residential buildings
remained the same or their use was changed into
non-residential, which explains the decreasing
number of the block of flats. These interpretations
are highly intelligible since new houses rarely re-
main uninhabited thus creating population growth
in the given locality. The interesting result is, how-
ever, that population growth is furthered by both
the construction of blocks of flats and detached
houses, which shows that population growth is not
only supported by the sprawl of low density hous-
ing but also by intensification of central areas by
the construction of residential blocks of flats.

Discussion and conclusions

The population structure in the Turku urban region
has evolved in two ways. On the one hand, the
population seems to be more and more evenly dis-
tributed in the urban region. On the other hand,
the spatial form of the region appears to be in-
creasingly spatially clustered. Fig. 3 showed that
these simultaneous and basically opposing phe-
nomena can be explained by the diminishing im-
portance of the old urban centre as a single mono-
centric population concentration point in the re-
gion and by the emergence of new spatial popula-

tion clusters in the outer parts of the urban region.
Thereby the trend in population distribution in the
Turku urban region appears to be the decentralisa-
tion of population clusters, which has lead to an
increasingly polycentric urban form in intra-met-
ropolitan terms.

The population deconcentration process in
Finnish urban regions has been explained through
the concept of regionalisation, which according to
Antikainen and Vartiainen (2002) is characterised
by the population growth in large areas with si-
multaneous intra-regional population deconcen-
tration. Although these processes are clearly visi-
ble in the empirical results of this study, the con-
cept of regionalisation needs fine-tuning. The
widely recognised tendencies of the increasing
multinodality of urban systems (e.g. Anas et al.
1998; Kloosterman & Musterd 2001; Musterd et
al. 2006) appears to be reality also in Finnish ur-
ban regions. Thereby, the ongoing trend of urban
population deconcentration needs to be under-
stood above all as increasing metropolitan polyc-
entricity rather than as the sprawl of residential
areas from the central city to the surrounding are-
as.

In order to shed light on the societal changes
behind polycentric urban development, the popu-
lation growth and loss areas were examined re-
spectively. In the areas where population loss took
place during the period of 1980–2005, a clear in-
crease in the proportion of small households and
per capita housing space was observed. These
changes are linked to a broader societal trend
known as the second demographic transition,
which is characterised by decreasing household

1980 2005 Change 1980 2005 Change 1980 2005 Change

Mean household size 2.8 2.5 -11 % 2.5 3.0 17 % 3.3 1.9 -41 %

Floorspace per person ratio 40.8 64.2 57 % 47.7 56.4 18 % 35.2 77.1 119 %

Proportion of families with children 37.7 32.3 -14 % 33.8 43.7 29 % 41.8 16.8 -60 %

Proportion of 1 person households 18.6 24.0 30 % 22.6 17.9 -21 % 15.5 33.9 118 %

Proportion of people aged 65+ 18.5 18.6 1 % 19.9 12.2 -39 % 17.1 27.7 62 %

Number of residential buildings
block of flats 2 906 3 267 12 % 547 1 240 127 % 2 333 2 018 -14 %
detached or terraced houses 32 397 50 536 56 % 13 535 30 520 125 % 17 188 17 155 0 %

Number of cases

All areas Population growth Population loss

11 612 6 460 5 152

Table 3. Characteristics of areas where population increased or decreased during the period of 1980–2005.
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sizes and the increasing number of small childless
households (cf. Van de Kaa 1987; Champion
1992). The second demographic transition has
evidently influenced the process of population
deconcentration since declining household size
will inevitably lead to population decrease in a
given locality if new housing is not constructed.
Thereby, the population decrease in the older and
more central parts of the built-up area can be seen
as a natural outcome of the trend where smaller
families tend to live more spaciously.

The areas where population grew from the
1980s onwards displayed an opposite socio-de-
mographic trend to the areas of population de-
cline. In these areas, mean household size grew
together with the proportion of families with chil-
dren, which is a trend closely related to housing
careers. With the general trend being the increas-
ing number of small households, the opposite
trend evidently points towards young parents seek-
ing homes for their growing families. The factors
behind population growth caused by families,
however, are twofold. Natural population growth
is an obvious factor resulting in population growth,
but the migration of families to new locations is
likely to cause population growth in the area as
well. Although there were no data available to dis-
tinguish these two factors, it is obvious that popu-
lation increase in the given area is not simply an
outcome of natural population growth; particular-
ly since the essential role of migration in intra-met-
ropolitan population changes has been under-
pinned in several studies (e.g. Heikkilä 2003;
Bontje & Latten 2005; Broberg 2008). Further-
more, migration is inevitably involved with sub-
jective and economic factors, such as residential
preferences and housing markets. Low density
housing, which is often preferred by families with
children, is much more affordable in the commut-
ing region than in the central city, and therefore
many young families seeking for new dwelling
choose to move to the newly built residential areas
in the municipalities surrounding the core urban
area. However, since there are no data available
on these processes for the purposes of this study,
the influence of residential preferences and hous-
ing markets remains a subject for further research.

The descriptive analysis also revealed a strong
impact of housing construction on population
growth. Although this result is rather trivial as such,
it highlights the importance of urban planning on
the changes in population distribution within the
urban region. Since the overall demographic trend

is decreasing household sizes, population growth
on the metropolitan scale, evident from the Fig. 2,
is impossible without new housing made availa-
ble. The eventual outcome of the interaction be-
tween demographic trends and housing construc-
tion is a more evenly distributed population struc-
ture in the region, since the pressure for population
decline is the greatest in the most densely built
central areas and housing construction is more
likely to take place in the outskirts of the region as
undeveloped sites are scarcer and more expensive
in the inner city.

A notable aspect of the above processes is the
scale on which they affect urban spatial structure
respectively. Demographic trends, as Champion
(1992) points out, have changed markedly through-
out the developed world, which makes the second
demographic transition a significant process, if not
truly global, at least well beyond the national
scale. The consequences of demographic trends,
on the other hand, are mainly visible on the re-
gional scale by evening out population distribu-
tion within urban regions. The consequences of
planning and housing construction on urban spa-
tial structure, however, take shape to a great extent
on the sub-regional scale. In Finland, municipali-
ties have strong self-governance, which actualises
in municipal taxing power and planning monopo-
ly but also in obligations to provide a wide range
of welfare services, which has lead the munici-
palities to compete for good tax payers. The re-
cently reformed Finnish land use legislation un-
derpinned the role of regional planning but at the
same time strengthened the municipal planning
monopoly. The reinforcement of the municipali-
ties’ potential to influence their land use has re-
sulted in a situation where planning has become
one of the key instruments for inter-municipal
competition within urban regions. As a conse-
quence, a large number of single family housing
has been made available, supported especially by
the planning policy of the municipalities around
the core urban region. Following this line of rea-
soning, the increasingly polycentric urban pattern
is by large an outcome of the fragmented munici-
pal structure in the urban region together with the
competitive municipal planning practices. The
conflict between these scalar components, socio-
demographic processes on the regional scale and
planning on the municipal scale, can thereby be
seen as one of the corner stones influencing recent
population dynamics in Finnish urban regions.
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NOTES

1 Although some of the new population clusters have
formed within the municipal borders of Turku, they
are functionally more similar to the clusters of the in-
ner commuting region than to the core urban area.
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